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1 Introduction

The components of a music synthesis system range from instrument synthesizers to collections of
audio samples to melodic generation. Recently, advances in computing processing power have made
complex melodic generation and, more specifically, generation of entire works of music in real-time
feasible. Many academic papers, articles, and dissertations have been written, describing possible
methods of implementation for components of such a system and applications of music generation.
However, commercial offerings for automatic music generation systems are very limited. This paper
seeks to explore existing commercial implementations of automatic music generation systems and

theoretical advances in that field.

2 Existing Commercial Developments and Patents Related to

Music Generation

Perhaps the beginnings of music generation systems can be found in a system called iIMUSE (interactive
music streaming engine), created by LucasArts developers Michael Land and Peter McConnell in the
early 1990s [1]. iMUSE was developed for synchronizing music with visual action in a videogame; for
example, if the protagonist of a game enters a car and starts traveling very fast, the music changes
to become faster. While this system does not generate melodic ideas on its own, it is able to change
between themes — an important capability of music generation. Later, in 1999, Cameron Browne
patented a system and method for automatic music generation using a neural network [2|. According
to the patent, the system is able to generate music based on an initial musical sequence given as
input. In 2001, an unrelated free automatic music synthesis system called “AutoGam” was devel-
oped [3|. This system was capable of creating MIDI music given basic user input as to how the

music should flow. However, its functionality is severely limited, as it is appears to be an unfinished



abandoned project. As recently as one week ago, a patent was issued to Maryland inventor James
W. Weider, who invented a music generation method, such that “each time a composition is played
back, a different sound sequence is generated in the manner previously defined by the artist” [4].
While there have been several patents on subjects relating to automatic music generation, and a few
commercially developed semi-automatic music generation systems, there are no completely automatic

music generation systems currently on the market.

3 Theoretical Advances in Automatic Music Generation

In the academic world, several papers have been written concerning automatic music generation.
These cover topics ranging from fully automatic generation of music based on existing music to mod-
eling musical styles with methods derived from machine learning. For example, Dr. Ulf Berggren of
Uppsala Universitat published a paper describing a method for algorithmic construction of sonata
movements [5]. This method uses Mozart’s piano sonatas as a model for new sonatas; however,
the system is restricted to classical music generation. A more general method of sequence design,
applicable to such things as NMR data interpretation for protein structure determination, model-
ing Internet traffic, and melody generation, was designed by Dr. Manan Sanghi of Northwestern
University in 2006 [6]. Machine-learning methods were used as a basis for musical modeling in an
article produced in the IEEE Computer Journal [7]. The writers suggested that this could have
applications in computer-aided music composition, musical generation, and musical prediction. A
more qualitative study of the components required in a music generation system was undertaken by
Scott Downie, at the University of Kansas [8]. Downie specifically studied a generation method to
create a “soundtrack” for a customer’s personality, and documented the factors that needed to be

considered when creating such a system.

4 Design Methods for Music Generation Systems

Since music generation is still an emerging field, many methods exist for designing a music generation
system. Probability and statistical modeling, though, must be present in every system if it is to
produce music with any degree of randomness. Dr. Ulf Berggren’s method of sonata design used
a probabilistic model based on Mozart’s sonatas; this model was generated by analyzing a library
of Mozart’s sonatas. These probabilistic models may use concepts like Markov chains and Hidden
Markov Models (HMMs), which are normally found in voice recognition applications [9, 10|, to
analyze music and generate probabilistic models. Another method of music generation, patented
by Cameron Browne [2], used a neural network for music modeling. In this application of a neural

network, the ‘artifical neurons’ are interconnected and use a complex computational model to process



input (in Browne’s patent, this was an initial input sequence of music). It should be noted that as
a music generation system becomes more flexible, able to produce a variety of types of music, and
able to produce technically complicated and artistic music, the probability models driving the system
will become incredibly complex and large, making it difficult to keep the system producing music in

real-time.

5 Components of a Music Generation System

Implementing a music generation system is most likely to be done in software. While it could feasi-
bly be done on a number of different FPGAs and ASICs, they present no real advantages to music
generation. Pre-existing libraries for music analysis, probability modeling, and other mathemati-
cal functions that would be required in a music generation system could be utilized if the system
was written in software. Therefore, a multipurpose CPU presents the best platform for develop-
ing such a system. For most of the patented music generation systems, implementation details are
limited at best, and their choices of libraries, language, and platform for implementation are not
given. Berggren’s Mozart-based sonata modeling system was written in software, using the Prolog
programming language. Many other automatic music generation systems proposed in conference pro-
ceedings and research publications do not offer implementation details but only conceptual designs

and formulas.
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